Problem 1:

A statistical model can be built using a Bayesian technique for spelling error correction. According to the textbook the algorithm consists of two steps: 1) Proposing candidate corrections and 2) scoring the candidates. The proposed candidate correction for {yes, no} language using the given data is shown in the following excel sheet.


[image: image1.emf]Error CorrectionCorrect Error Position Type

letter Letter Letter#

yis yes e i 2sub

yas yes e a 2sub

mo no n m 1sub

do no n d 1sub


The second stage which is scoring follows the Bayes rule; here we can take the argmax of the product of the likelihood and the prior probability as shown in equation 1.
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                                      Equation 1
P(c) is the prior probability of the occurance of the correct word and it is usually the unigram probability of the word in the corpus, but the text book gives a smoothed estimate of the prior probability using equation 2.
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                                                    Equation 2
Here N is the number of words in the corpora in our case it is 12 and V is the number of words in the vocabulary which is 2.

The likelihood probability P(t|c) is computed using the following equation:
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                                                    Equation 3
Here tp refers to the pth typo letter and cp refers to the pth character of the word. A table can be constructed as shown below.

[image: image5.emf]C freq(c) P(c) P(t|c) P(t|c)P(c)

yes 3 0.2692 0.2222 0.05922

no 2 0.1923 1 0.1923


From the table we gather the information that probability of making an error on no is much more probable than making an error on yes.
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		C		freq(c)		P(c)		P(t|c)		P(t|c)P(c)

		yes		3		0.2692		0.2222		0.05922

		no		2		0.1923		1		0.1923






