Problem 2: The word model for TIDigits consists of two levels. The first level represents the loop-grammar structure which says that any word can follow any other word. This level is described in figure 1.
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Figure 1:The loop grammar structure for the word models which signifies that any word can follow any other word on the lexicon with equal probability.


Every word in the lexicon is treated as a model and each word is represented by a left to right HMM structure consisting of states. The number of states representing a particular word is a direct function of the word duration. For TIDigits all words including silence are represented by 11 states except for the words ‘zero’ and ‘seven’ which are represented by 17 states since their duration is supposedly longer. During training we should also take into consideration of the short silences between words and also the silences at the end and the beginning of the utterance. The silences at the end and the beginning are represented by a 11 state left to right HMM such as shown in fugure 2.
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Figure 2: This model shows the left to right state representation for the words and silence model used in TIDigits for word models.
The short pause model is represented also by a 11 state model similar to the silence model but there is a single node that that is tied to the first and last state of the silence model. This is done in order to account for the short noise bursts. The model used for short pause is represented in figure 3.
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Figure 3:tee-form silence model to account for short pause between words in an utterance.
The FSAs used in the word models are all deterministic because we can always map a particular output to a single path through the graph (state or word level).
