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l. ABSTRACT

In this project, we propose the use of a decision tree as a method of classifying different signal

data. Two specific types of signal data that we will attempt to classify are the scenic beauty values
of forestry images and the pronunciations of proper nouns. Decision trees will be constructed for

each set of the data using three decision tree algorithms: Bayesian, C4, and CART. Evaluations
will be conducted on the two data sets using each of these three algorithms. A Graphical User
Interface (GUI) will be implemented to demonstrate the performance of these algorithms.

Il. INTRODUCTION
Background

Decision trees are used in many disciplines and in various application domains for data
exploration and data classification. In astronomy, decision trees are used in star-galaxy
classification. In medicine, decision trees are used for detecting thyroid disorders. In object
recognition, tree-based classification has been used for recognizing three dimensional objects. In
physics, decision trees have been used for the detection of physical particles. The versatility and
usefulness of decision trees in various disciplines motivates us to investigate the functionality of
decision trees for the data in our domain—forestry images and proper noun pronunciations.

Terminology

Before the discussion of decision tree construction, we introduce some basic definitions and
terminology used in the discussion so that it will facilitate reader’s understanding.

A decision tree is built from a training set, which consists of objects. Each object is completely
described by a set of attributes and a class label. Attributes can have ordered or unordered values.
An example of an ordered value is an integer or a real value, while a Boolean value is an example
of an unordered value.

A decision tree contains a root node, zero or more internal nodes, and one or more leaf nodes. All
internal nodes have one or more child nodes. All non-terminal nodes contain splits. Each leaf
node has a class label associated with it. The number of classes is finite.

A univariate decision tree is one in which the test at each internal node uses a single attribute. A
multivariate decision tree is one in which the test at each internal node uses several attributes.

An object is misclassified by a tree if the class label output by the tree does not match the object’s
class label. The proportion of objects correctly classified by the tree is called accuracy and the
proportion of objects incorrectly classified by the tree is called error [1].

Basics of Tree Construction

Tree construction consists of three steps: 1) the selection of the splits, 2) the decisions when to
stop or when to continue splitting, and 3) the assignment of each terminal node to a class [1]. The
selection of the splits is a set of one or more questions that is used as a splitting criterion. The
selection of splits is either formulated from the data or is predetermined. Using this splitting
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criterion, the data is split into subsets, and the splitting repeats until it meets some stopping
criterion, at which each non-terminal node becomes a terminal node and is assigned to a class.

Splitting Algorithms

The idea of finding splits of nodes gives rise to purer descendant nodes. Splitting rules are defined
by specifying a goodness of split functiap{s,t) , whexe is the split &and is the object in the
current node, defined foreverynotle ,a1d S , wiere is a set of binary splits. Atevery , the
split adopted is the spl'ﬂ;* which maximizegs,t)  [2]. There are many algorithms that are used

to split a set of objects. We will limit our discussion to 1) twoing criterion, 2) Bayesian rule, 3)
information gain, and 4) gain ratio.

The twoing criterion requires that selection at every node that conglomeration of classes be
divided into two superclasses so that the problem can be considered as a two-class problem,

where the greatest decrease in hode impurity is realized. For example, th&e=afel, ..., J}
classes. At each node, the class is separated into two supercl&3sesfj,, ..., j,} ,

C2 =C- Cl' For any given splis of the nod&i(s t) , is computed as though it were a two-

class problem.s*(Cl*) is found to maximizAi(s, t) c1 is found which maximizes
Ai(s'(Cy),t) . The split used on the nodesgC1)

At each node, it sorts the classes into those two groups, which in some sense are most dissimilar,

and outputs to the user the optimal groupiﬁg* orl as well as the bes‘s*split . This
criterion attempts to group together large numbers of classes that are similar in some
characteristics near the top of the tree and attempts to isolate single classes near the bottom of the
tree.

Bayesian rule partitions the space of the samples into disjoint subsets with each leaf
corresponding to one such subset and associating a conditional probability with each I&af. Let
be the tree structure that defines the partition @nd  be the number of classes, the probabilistic
rule associated with each leaf can be modeled as a conditional probability distribution. If suppose
examplex falls to leaf in the tree structufe then the tree gives a vector of class probabilities
D, for j = 1, ..., C, corresponding to a tree structufe  and matrix of class proportions
ForatreeT ®; represents a conditional probability distribution for ofass given example in

the form ofCD“ = Pr((c= dj)|(x, T, ®;)) where examplg falls to lehf in the tree structure

T. For a given training sampIE ¢, consistingdf examptes  with known classification given

by class values; , the distribution of a single classified example , can be specified by a

probability distribution on the example together with a conditional probability distribution on the
classc given the examplg , which corresponds to the class probability tree. Given a sample
consisting ofN examples with known classification, the posterior distribution of class probability
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trees is given by Bayes rule:
Pr((T, ®;)|(%, &)aPr(T, XN ,i

wheren; | is the number of examples of cldss  falling in the |-th leaf of the tree striicture
Information gain is another method used in hierarchical partitioning of the feature space. There

is a simple method proposed by Sethi and Sarvarayudu [6] for the hierarchical partitioning of the
feature space. The method is non-parametric and based on the concept of average mutual
information. More specifically, let the average mutual information obtained about a set of classes

Ck from the observation of an evenl(k , at a nodte in a trée be defined as
Ik(Ck,Xk) = gxz p(Cki,ij)Iog —m— . Event Xk represents the measurement
k™ k

value of a feature selected at nddand has two possible outcomes; measurement values greater
or smaller than a threshold associated with that feature at that node.

Then, the average mutual information between the entire set of claSdses, , and the partitioning

L
tree, T , can be expressed HE;T) = S p O k(Ck;Xk) whp[g is the probability of the

class seCk antd is the number of internal nodes in thel'tree

The probability of misclassificationpe , of a decision tree classificaffon = and the average

mutual information 1(C;T) are also related as

m
H(CT)=<— zllp(Cj) Hogp(C)l + pgHogpg + (1= pg) Hog(1 - pg) + pg Hog(m—1)

J =
with equality corresponding to the minimum required average mutual information for a
prespecified probability of error. Then a goal for design of the tree could be to maximize the
average mutual information gain at each néde . The algorithm terminates, when the tree average

mutual information,l (C;T) , exceeds the required minimum tree average mutual information
specified by the desired probability of error. An alternative stopping criterion proposed by Talmon
is to test the statistical significance of the mutual information gain that results from further
splitting a node.

Even though information gain provides quite good results, it has a deficiency of a strong bias in
favor of tests with many outcomes. In other words, when one of the attributes contains unique
information for all of the data, partitioning any set of training cases on the values of this attribute
will lead to a large number of subsets, each containing just one case. Since all of these one-case
subsets necessarily contain cases of a single class, the information gain will be maximal, but yet

DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING May 15, 1998



DSP 97 PAGE 5 OF 12

quite useless [3].

Thereforegain ratio is used instead of information gain as the splitting rule in many algorithms.
Gain ratio is basically a normalization of the information gain where the apparent gain
attributable to tests with many outcomes is adjusted. In order to generate a normalization, we
define the potential information generated by splitting a decisionTree nnto  subsets as split
n

information, with the class s&; , can be expressedasit(C;T) = — z [p(C;) Oogp(C))]

i=1
Then the split information conveys the information relevant to classification that arises from the
division.

As a result, the gain ratidGainRatid G T) , expresses the proportion of information generated
by the split that would be useful in the classification, and it is defined as,

. , _ Gain(C;T)

R = —

GainRatid G ) SpitC. T

must be large compared to the average gain over all test examined.

. Therefore, when this ratio is maximized, the information gain

Pruning and Smoothing Algorithms

The recursive partitioning method of constructing decision tree subdivide the set of training cases
until each subset in the partition contains cases of a single class. The resulting tree is often very
complex and “overfits the data” by inferring more structure than is justified by the training
classes. Therefore, the idea of tree pruning is introduced. Pruning of the decision tree is done by
replacing a whole subtree by a leaf node. The replacement takes place if a decision rule
establishes that the expected error rate in the subtree is greater than in the single leaf. In the case
of noisy data, zero probability can be found in leaf nodes. To obtain a better classification tree,
sometimes smoothing is used instead of pruning. Smoothing of the decision tree is done by
averaging multiple trees. In this project, we have limited our discussion of pruning and smoothing
algorithms to the following:

Cost complexity pruning is also known as error complexity pruning. The complexity of a
subtreeS can be defined as the number of terminal nodes in that subtree. The complexity is

denoted bylS . Thus, the cost-complexity of a subtree is defing},&S) = A(S) +al9 , Where

A is the apparent error rate aind  is a positive real number called the complexity parameter. The
smallest minimizing subtreeS(a)  fo can be defined for the following conditions:

Cq(S(a)) :s?isﬂa(fa(s) and ifC,(S) = C,(S(a)) , thenS(a) <S .

Thus, for everya there exists a smallest minimizing subtree. Even thaugh is continuous, there
will be a finite number of subtrees because there is a finite number of branches off of the main

tree. Therefore, a decreasing sequence of subtrees can be definedawrthO and
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a.sa<ay,, forwhichS(a) = S(a,) = S, foroy<a<a,,,.

Now that a set of subtrees has been defined, the problem becomes finding the best subtree. This is
performed on the basis of the apparent error rate for each subti&eSJf) = mkin A(Sy) , then

S is the optimum subtree. The subsequent choice of the subtree is made after cross-validation of
the apparent error rates [8].

Bayesian Smoothing

The standard approach for classifying an example using a class probability tree is to send the
example down to a leaf and then return the class probability at the leaf [10]. In the smoothing
approach, the class probability vectors encountered at interior nodes along the way are averaged
[9]. Given a particular tree structufE  grown as described by Bayes splitting rule, and given a
pruned tree structurpruned T) obtained by pruning the tree strudiure in all possible ways,

if the space given by the pruned tree structpreined T) is restricted and the posterior on the
tree structure is a muliplicative function over nodes in the tree, then the sum can be recursively
calculated using the distributive law. The sum is computable in a number of step linear in the size
of the tree. The sum takes the form of an average calculated along the branch traversed by the new
example.

E

n. +a;
(Pr(c=d)I(x T, ®y)) = > Pr(nis leaf(X, ¢ pruning of T)) 41—

T, ®[(% & T
|(%.©) nOtraversed x ) Mo,n* 0o

wheretraversed x T) is the set of nodes on the path traversed by the example asitfallsto a

leaf, andPr(n is Ieaf[i, o pruning of T)) is the posterior probability that the nade in the tree
T' will be pruned back to a leaf given that the “true” tree is a pruned subtiée of . Itis given by

Pr(n is leaf(X, & pruning of T)) = (CPr(leaf(n), X, &))/(SPK T, %, &)) CPr(nodd 0)) (BPK B % Q)

where ancestorsancestor§ T n) is the set of ancestors of the node in the Tree
child(O, X) is the set of children trees of the ndde ,

SP(T.%9= 5  Pr(S(T %) [10]

SO pruned 7
Pessimistic Pruning

Pessimistic pruning is developed by Quinlan [3], based on the idea of statistical correction. The
resubstitution error, which is the error rate on pruning a subtree using the observation on the
training set from which the tree was built, is estimated and adjusted to reflect this estimate’s bias.
Therefore, based on the estimated and adjusted resubstitution error, the tree is pruned. This is
done by examining each nonleaf subtree, starting from the bottom of the tree. If replacement of
this subtree with a leaf, or with its most frequently used branch, would lead to a lower predicted
error rate, then the tree is pruned accordingly. Since the error rate for the whole tree decreases as
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the error rate of any of its subtrees is reduced, this process will lead to a tree whose predicted error
rate is minimal with respect to the allowable forms of pruning.

More specifically, the pessimistic estimate is described as follows. Consider a leaf coMering
training cases, witlE  of them classified incorrectly. The resubstitution error rate for this leaf is
thenE/ N . If we define this result as the probability of error over the entire population of cases
covered by this leaf, for a given confidence le@dF , the upper limit on this probability can be
found from the confidence limits for the binomial distribution, denotedQy-(E, N) . On the

argument that the tree has been constructed to minimize the observed error rate, this upper limit is
then equated as the predicted error rate at a leaf.

To simplify the accounting, error estimates for leaves and subtrees are computed assuming that
they were used to classify a set of unseen cases of the same size as the training set. So, a leaf

coveringN training cases with a predicted error raté&Jgi-(E, N) would give rise to a predicted
N x U-(E, N) errors. Therefore, for a subtrée wikh leaves, and each of the leavestover
training cases with none of them classified incorrectly, the predicted errok;for would be

n
nx Uce(0,n). The predicted erroE; for the subtree would tE ki . Then if the subtree is
i=1
replaced by a single leaf, it would cover the same number of training aases, , butwitkeerror |, so
the corresponding predicted errdes-]  wouldhe U-(e, n)  EJH=E, , then the existing
subtree has a higher number of predicted errors, and it is pruned to a leaf.

.  ALGORITHM DESCRIPTIONS
CART

CART refers to the software created in 1984 by Brieman, et al. It is an acronym for classification
and regression trees. CART constructs a binary decision tree by recursively partitioning the
training data. Its intent is to grow a large tree to cover all of the training cases, and then prune
down the tree to balance the error rate with size of the tree [8]. CART uses the twoing criterion for
splitting and cost-complexity cross-validation for pruning.

Bayesian Classifier

Bayesian classifier is based on the assumption that all of the relevant probability values are
known. The apriori probabilities are assumed to be known. The random variable X can be
determined to what class it belongs to based on a decision rule of probabilities. In our
implementation of the Bayes’ classifier, we use Bayes splitting rule to build multiple trees and use
smoothing to average the trees.

C4

C4 is a decision tree algorithm which as its origins in Hunt's [7] Concept Learning Systems by
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way of ID3. Itis introduced by Quinlan [3] for inducing classification models from data. A typical
C4 algorithm generates a decision tree using the gain ratio as splitting rule and the pessimistic
pruning as the pruning rule.

V. DATA DESCRIPTION

USFS Scenic Beauty Estimation Database

The database contains 638 images obtained from the USFS for algorithm research and
development. The database contains thirteen features extracted from the images. These features
are the distributions of green in different hues ranging from 0 to 255 divided into ten subgroups,
the percentage of long lines in each image, and the entropy of color distribution (red, green, and
blue) in each image. These features describe the scenic beauty values of the images. There are
three classes of scenic beauty values: high scenic beauty estimate, medium scenic beauty
estimate, and low scenic beauty estimate. These categories are determined by the subjective
scenic beauty estimates (SBESs) that were obtained from human subjects judging the scenic value
of the images. The SBEs of the images were averaged and the standard deviation was computed.
Low scenic beauty falls below one standard deviation from the mean, medium scenic beauty falls
between one standard deviation from the mean, and high scenic beauty falls one standard
deviation above the mean.

MSBE
LSBE HSBE

“—>
20

Figure 1 Categories of Scenic Beauty Estimate.

Proper Noun Pronunciation Database

A comprehensive public domain pronunciation dictionary of people’s last names (surnames)
consists of 18,494 surnames from a diversity of ethnic origins and 25,648 corresponding
pronunciations. The data, collected from a variety of sources, represents a reasonable mix of
commonly found surnames, surnames with infrequent occurrence, and surnames that are known
to present problems for letter-to-sound conversion due to complex morphology or difficult stress
assignments [11].

The phonetic transcription was performed by hand using the Worldbet standards. Each surname
was transcribed to obtain all the correct pronunciations possible. Transcription of name
pronunciations was a difficult task as the surnames derive from dozens of source languages having
different stress patterns. A number of foreign names have both ethnic as well as anglicized
pronunciations and individual pronunciations are often peculiar in defying any kind of typical
text-to-speech rules
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V. PROJECT SUMMARY

The purpose of this project is to implement decision tree algorithms to classify signal data. We are
using two types of data in testing our decision tree algorithms: USFS scenic beauty database and
proper noun pronunciation database.

The main tasks involves investigating and experimenting with different decision tree techniques
as described in the previous section, and extending the decision tree algorithms to accommodate
other data. This can be broken down as below:

» Implement the three different decision tree algorithms as described previously. The code
for these algorithms will be written in C++ and compiled using the gnu compiler. The
different implemented decision tree algorithms will be trained on a set of data and then
tested to find the best decision tree algorithm which produces the least misclassification
rate.

* Implement a Graphical User Interface (GUI) to output the results of the different deci-
sion tree according to the user’s input.

» Generalize our software to accommodate other data.

VI.  EVALUATION

Decision trees are dependent on the domain of data on which they train. Therefore, a
comprehensive evaluation plan is needed. The evaluation of the decision tree will be done in
several steps. Two types of evaluation will be utilized: closed loop and open loop. Evaluation of
closed loop involves testing the tree using the same data set that was used in training. Evaluation
of open loop involves training the tree on one set of data and testing it on a different set of data.
Each of these evaluation types will be used to determine the rate of misclassification of the
decision tree.

Data Method (Triient fl'lz'gst) Error
Image CART
C4
Bayes
Pronunciation CART
C4
Bayes

Table 1 Performance Statistics.
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VIl. PROJECT DEMONSTRATION

The demo for this project will bring all pieces of the project together into a graphical user
interface (GUI). This GUI will be developed in tcl/tk. It will be an extension of an existing GUI
built for a previous project on proper noun pronunciation. Thus, the demo will only exhibit the use

of decision trees on the proper noun pronunciation database and not the USFS scenic beauty
estimation database. The demo will allow the user to choose which decision tree algorithm he or
she would like to use when finding the n-best pronunciations of the proper noun input to the
system. The n-best pronunciations will appear in the lower left hand box of the demo, while the
phoneme network of the pronunciation will appear in the lower right hand box. The demo also
provides the audio speech of the pronunciation of the proper noun. A layout of the GUI is shown
below with approximate locations of each of the features.

Context Algorithm Run | | Play| | Clear | Quif | Info

O Context 3 Neural NetDecision Tree
@ Context5 O Boltzman @ Bayes |NDPest |3 ] | Audio Conf|¢

O Context7 O MLP O C4 Spelling
O CART
N-best pronunciations Phoneme network

Figure 2 Graphical User Interface for Proper Noun Pronunciation Demo.
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VIIl. SCHEDULE

A schedule of the major tasks in this project is shown Figure 3.

PAGE 11 OF 12

TASK WEEK
1 2 3 45 6 7 8 9 10111213 14
S e O A I O R
Proposal O
Research l——L 0
e e e N B B
Implementation-Utilities [ | ™ | | | | | | |
. O O (A K I B
Implemetation-TreeClasses DLl L L € T
Training and Testing : : : : : :4—:—:—:—>: : : : :
GUI development e T T O B o e e < B
L e
Presentation and Demo : : : : : : : : : : | ——!

Figure 3 Schedule of Completion of Key Tasks.

Table 2 shows the contribution made by each member of our group.

Audrey Janna Julie
Research X X X
Proposal X X X
Utility Classes X X X
Algorithms X-Bayes X-CART X-C4
Training/Testing X X X
Demo X X
Presentation X
Paper X X X

DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING

Table 2 Division of Labor
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