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The Sampling Theorem

Recall a discrete-time signal is given by:

(x(n) = x(nT)), —00 <N< 00
Analog X5(1) x(n) y(n) AL X 5(0)
Signal
P_re- A/D Digital DIA Ppst-
Filter Processor Filter

If x,(t) is an aperiodic signal with finite energy, its spectrum is given by:

00

X (F) _ J.X (e jZT[Ft
The signal can be recovered from the inverse Fourier transform:
o)
X,(t) = J‘x (F)e! 2™ aF

The spectrum of the discrete-time S|gnal IS given by:

00

X(w) = Z x(n)e_j(’on
n=—oo
or, equivalently,

X( =3 xe —j2min
n=—oo
The signal can be recovered from its spectrum:
Tt

x(n) = -2}1?[_]' X(w)e

j(x)ndw
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Recall thatt = nT = Fﬂ This allows us to write the inverse transform as:
S

j2rn(F/ F
j2rm(F/F9) o

X(n) =x,(nT) = Ixa(F)e

From this, we can conclude that

1/2 o
I X(f)ejZTrfndf _ J,xa(F)ejZHn(F/FS)dF
-1/2 —o0
We know that f = FEs We can make a change of variables and write:
F/2 o0 _
J, X( ) 12nn(F/FS)df _ J.Xa(F)eJZHn(F/FS)dF
—F /2

We can express the integral on the right as a sum of integrals:
w (k+1/2)F,

oF =y J’ X (F)e

k=—00 (k-1/2)F,
By interchanglng the order of integration and summation, and invoking the
periodicity of the complex exponential, we can write:
F/2 F/2 o

]2T[n(|:/ Fs)

IX() J’{ZX(FkFS)
—F J/ 2 —F/2"k=—

By equating terms inside the integral, we have:

21F/F i2rn(F/ F
J j2mn( s)dF

I X, (F)e
} G 2(F/F)

X( )—F Z X ((F —kF)

k= —o0
What does this imply about the spectrum of the sampled signal?

Aliasing is defined as the distortion that is produced by sampling a signal
below its Nyquist rate.
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We can recover Xx(t), if there was no aliasing, as follows:

1., F
— X(— <
st(':s) FI<F/2

0 |F|>FS/2

XF) =

OOOcmd

By taking the inverse Fourier transform,

[e¢]

F —j21Fn/ Fq
X(=) = x(n)e
@)= 3 0
n=—oo
The inverse transform of X (F) is
F/2
(0= [ X(F)e ™ tar
—F/2
From substitution,
F/2 .
1 —j2mFn/Fg| j2nmfFt
X, (1) = F—s J’ Z x(n)e e dF
—Fy/2 tn=-o
or,
0 F/2
1 j2nF(t—n/Fy)
X, (1) = F—s z x(n) J’ e dF
n=—c —F/2

o sin((TV T)(t=nT))
= 2 "D T

n=—co
Note that at the original sample instances, the analog signal is equal to the
value of the original signal because the sinc functions go to zero. At times
between the sample instances, the signal is the weighted sum of shifted sinc
functions (see Fig. 6.3).

The above equation forms the basis for the sampling theorem.
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Sin(x)/x Interpolation:

A Graphical Interpretation of the Sampling Theorem
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The Bandlimited Sampling Theorem (An Intuitive Approach)
Consider the following system:
A X (F)
AN RVAW
Xa(t) y(t) 'BZ -Bl Bl Bz
A Y(f)

CcoS2TiF Ct /\ /\
- |

We can sample a bandpass signal at a frequency lower than its “Nyquist
rate” by converting it to a lowpass signal.

In general, we suspect we can directly sample the signal, but we to select a
sample frequency such that folding does not cause aliasing.

A general guideline is:

2B<F_<4B
A more rigorous equation is:
FS = ZBF
where
oo F.+B/2
B
and
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