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Summary of Research Plan: The key objective of this universal access research plan is the investigation of the science and tool construction to support speech enabled adaptation of software development environments. The motto of the proposal is to address the question, “How would you write software if your hands were behind your back, or if your eyes were closed?” The purview of the proposal addresses not only traditional programming language environments, but also meta-modeling tools for specifying domain-specific visual languages that use graphical notations. Speech-enabling a software development environment is much more challenging than simply allowing menu choices to be spoken by voice. The latter is an approach taken by most generic speech recognition software vendors (e.g., IBM, Scansoft). Manipulating programming tools by merely facilitating the cursor and keyboard to be overloaded by voice commands results in a development environment that is excruciatingly slow and difficult to use. Productivity gains will never be sufficient to rival expert programmers who use keyboard and mouse input. Further, such approaches often require extensive language model development, manual tuning of grammars, and clever strategies for mixing voice and keyboard input. This makes it difficult to transfer these interfaces to new tools and applications.

The goal of the proposed research is to speech enable an integrated development environment (IDE) in a manner that allows programmers with restricted limb mobility, or software developers who are visually impaired, to approach the productivity of programmers who use traditional forms of input. The ideas herein will also assist software developers who suffer from repetitive stress injuries brought on by frequent keyboard usage. Through extension mechanisms provided by an open IDE, and the clever integration of these with speech input and output, the proposed research will enable an environment that allows programmers to interact with an IDE in a very natural and intuitive way. The intermediate goal, addressed in this proposal, is to alleviate the need to develop custom voice interfaces for each task that can be executed in the Eclipse environment (a large open source development environment that offers extensive adaptation hooks). This proposed research envisions a generic voice interface that is a natural extension of the semantics embedded in the IDE, and allows users to interact in a completely unconstrained way. The results of the research will be applied to a host of software development tools that span the spectrum of the software development lifecycle, including visual modeling tools. The proposal also describes software engineering benefits that result from a speech enabled environment, which can also improve the productivity of those who use traditional input hardware.

Key Opportunities for Broad Impact: The broad educational impacts will focus on graduate research and education. The proposed research will be conducted by several doctoral students, leading to their dissertation topics. There also will be several undergraduates involved in the research, including a mature undergraduate at UAB who has a spinal cord injury that prevents him from using his limbs. Extensive interaction with this undergraduate has already taken place during an initial assessment of his needs as a programmer using our prototype implementation. Graduate instruction in speech-related technologies will continue at MSU, and the UAB PI will initiate a graduate seminar course on human-computer interaction.

The tools derived from application of the research will be released as an open source project on the Eclipse website. Eclipse typically has 40,000 downloads per day and integration of our work into Eclipse provides a large base of users. As noted in a letter of support, IBM is interested in this proposal and supports our efforts to apply the results to Eclipse. Additionally, the GME meta-modeling tool is used on several dozen large research projects (e.g., DARPA and NSF large ITR) and has several hundred users. The impact of speech integration into the GME can provide improved navigation for all users and will enable the accessibility of a powerful meta-modeling tool to those who are unable to interact with traditional input devices.

