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Outline
• Introduction of Transformer

• Transformer’s comparison with CNN and RNN
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• Efforts in developing Transformer’s surpasser
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Q (queries), K (keys), V (values) are matrices packed 

together, and dk is the dimension of the keys.
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Comparison
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Understanding Transformer: primary stage
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• Techniques:

• Activation-based: Analyzing neuron activities.

• Gradient-based: Layer-wise Relevance Propagation.

• Pruning: Removing non-essential components.

• Perturbation: LIME and feature perturbations.
• Limitation: Post-hoc interpretability risks misleading conclusions.
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Understanding Transformer: intermediate stage
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• Focus: Leveraging attention for insights.
• Methods: 

• Attention visualization.

• Attribution methods.

• Self-explaining models.

• Probing tasks.
• Criticism: Attention weights may not always indicate importance.
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Understanding Transformer: advanced stage
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• CRATE: 

• Sparse Rate Reduction (SRR) for compact representations.

• Iterative optimization improves data compression.

• Advantages:

• Mathematical interpretability and competitive performance.

• Scalability for diverse applications.
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Efforts in surpassers
• Mamba

• Diffusion Model

• Diffusion Transformer
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Summary
• Understanding Transformer

• Developing its surpasser
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