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Abstract: 

In recent years, artificial intelligence (AI) has become pervasive for decision making in a wide range of 
fields, including healthcare and biomedicine. AI offers significant potential to the healthcare domain; 
however, it is not without risk. Without caution, AI models developed based on health data can learn to 
perpetuate biased, incomplete, outdated, or incorrect information. In the context of healthcare, poor decision 
making by AI models can have life-altering consequences. The need for trustworthy AI models has given 
rise to the field of responsible AI, which prioritizes characteristics including fairness, transparency, 
accountability, and safety. The question of how to achieve responsibility remains an active topic in the 
literature. Explainable AI techniques, which focus on revealing the inner workings of AI models, have been 
repeatedly shown to improve transparency of AI models. However, recent research shows that 
explainability can address much more than transparency – in fact, it can address all characteristics required 
to achieve responsibility. 

In this talk, we will first discuss responsible AI and the range of ways that responsibility has been defined. 
Then, we will introduce methods of achieving explainability in AI systems – both through explainability 
by design, and through post-hoc explanation techniques that can be implemented for any AI model. We 
then draw these two fields together, illustrating how explainability can be leveraged to meet the key 
characteristics required of responsible AI models in healthcare and related domains. This talk will illustrate 
that explainability is the first stepping stone to achieving truly responsible AI systems. 
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