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OUR GOALS

Final Goal
Automatic screening system
Early detection of cervical cancer

Current Goal
Accurate segmentation of cells



FUTURE GOAL

Input image

Patient DOES have cancer
Patient DOES NOT have cancer

Output



FUTURE GOAL
Input MRXS image

4-12 GB
cca. 100000 x 220000 px

1. ROI 
identification

Internet

3. Preprocessing, 
cell segmentation

2. Smear slicing
4. Extraction of the 

individual cells

5. Cell classification

6. Final decision

3D Histec Scanner



CURRENT GOAL

Input image Output image



DATASET



TRAINING SET AND TEST SET



TRAINING SET AND TEST SET

Pap smear images
Image-mask pairs
Annotated by
clinical experts
2 257 images in total
500x500 pixels



FCNS



FULLY CONVOLUTIONAL NETWORKS[1]

Ramesh Kestur, Shariq Farooq, Rameen Abdal, Emad Mehraj, Omkar Subbaramajois Narasipura, and Meenavathi Mudigere
"UFCN: a fully convolutional neural network for road extraction in RGB imagery acquired by remote sensing from an unmanned aerial vehicle,„

Journal of Applied Remote Sensing 12(1), 016020 (13 February 2018). https://doi.org/10.1117/1.JRS.12.016020



FULLY CONVOLUTIONAL NETWORKS[1]

Long, Jonathan, Evan Shelhamer, and Trevor Darrell. "Fully convolutional networks for semantic segmentation.„
Proceedings of the IEEE conference on computer vision and pattern recognition. 2015.



THE PROPOSED ALGORITHM



THE PROPOSED ALGORITHM - INTUITION

Input image FCN-32 FCN-16 FCN-8



THE PROPOSED ALGORITHM - INTUITION

An ensemble approach would probably yield better
results
Building this ensemble is not trivial



THE PROPOSED ALGORITHM

Train the FCN architectures separately
Train a modified FCN architecture that receives the
outputs of the other networks as input
The network receives both the input image and these outputs as
input
 It can not only combine the outputs but also come to its own
decisions



THE PROPOSED ALGORITHM

We propose multiple versions of the architecture
Depending on the number of extra input channels
E.g. C32-8 receives the input image and the outputs of pre-
trained FCN-32 and FCN-8 networks





THE TRAINING PROCEDURE

We divided the dataset into three parts. We used the
1st part: for training the FCN algorithms
2nd part: for training the combined network
3rd part: for evaluation.
We used cross-validation:
We shuffled the three parts around



EVALUATION



BASELINES

FCN networks (FCN-32, FCN-16, FCN-8) [1]
Sota [2]
DeepLab (v3) [3]
U-Net [4]
GSCNN [5]
Our previous ensemble [6]
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METRICS

Padilla, Rafael, Sergio L. Netto, and Eduardo AB da Silva.
"A survey on performance metrics for object-detection algorithms.„

2020 International Conference on Systems, Signals and Image Processing (IWSSIP).
IEEE, 2020. 



METRICS

Padilla, Rafael, Sergio L. Netto, and Eduardo AB da Silva.
"A survey on performance metrics for object-detection algorithms.„

2020 International Conference on Systems, Signals and Image Processing (IWSSIP).
IEEE, 2020. 

Bardis, Michelle, et al.
"Deep learning with limited data: Organ segmentation performance by U-Net.„

Electronics 9.8 (2020): 1199.
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