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Abstract— Epilepsy is one of the most common 
neurological diseases worldwide, defined as a number of 
seizures in the brain that affect the person's quality of life 
and her/his ability to perform regular activities. Epilepsy is 
diagnosed in several ways, one of which is a test known as 
EEG. The process of examining brain activity is a long and 
error-prone process. Researchers developed machine 
learning algorithms to identify epileptic seizures through 
available datasets. This study aims to compare the 
performance of a Machine Learning ML model with 
classical feature engineering approach and RNN for seizure 
detection in imbalanced dataset. In the experiment, feature 
engineering improved the recall dramatically in the 
classical pipeline and slightly improved it in RNN where 
there is no (manual) feature engineering., The AUC also had 
increased after feature engineering in classical pipeline and 
RNN, exceeding 95%. 

it was clear that the feature engineering improved the 
performance dramatically in the classical pipeline, and that 
the order of the feature engineering and resampling 
(downsampling) didn’t affect the performance, and 
although applying a classical ML model on manually 
extracted features and RNN gave approximately close 
results, the recall which spots every seizure was better in 
RNN comparing to the classical approach. 

I. INTRODUCTION 
 Epilepsy is a neurological disorder that is defined as 
having unprovoked, recurrent and sudden rush of 
electrical activity in the brain known as seizures. 
Epilepsy affects approximately 50 million people around 
the world, 70% of whom could live seizure-free if 
diagnosed and treated properly[1]. Nonetheless, 
diagnosing epilepsy is difficult for many reasons: first, 
other conditions, such as fainting, migraines and panic 
attacks, can cause similar symptoms[2]. Second, in many 
societies worldwide, being diagnosed with epilepsy is 
surrounded by stigma, fear and discrimination. Third, the 
fact that diagnosing a person with epilepsy is a long and 
error-prone process. A practitioner may check the 
patient’s brain activity through a test called 
electroencephalogram (EEG) which records the brain 
signals and is used to diagnose and monitor conditions 
such as epilepsy. [3] 

Machine learning was used to detect epileptic seizure 
with the aim to reduce error rate and boost practitioners’ 
performance. 

Training Machine Learning models can suggest 
misleading decisions and degrading the performance of a 
classifier when applied on imbalanced data where the 
class distribution is significantly skewed and represents 
certain groups more than the others. Over the years, 
researchers have developed techniques to handle 
imbalanced data sets, such as sampling, algorithm 
techniques and hybrid. In some of the work, the authors 
argued that certain class imbalance learning methods 
could lead to information loss and overlapping data and 
hence may not be the best choice to handle the problem. 
Others investigated modifying algorithms which were 
either successful when applied on imbalanced datasets or 
sensitive to it and therefore produce suboptimal models. 

This paper focuses on comparing the performance of a 
Machine Learning ML model with classical feature 
engineering approach and RNN for seizure detection in 
imbalanced dataset.  

II. DATA SOURCE AND PREPROCESSING 
The data was collected from a repository for epileptic 
seizure EEG data  [17]. The dataset consists of 23 
seconds of EEG recordings for every patient of the 500 
patients, which makes a total of 11500 records and 179 
features. The class distribution of the original dataset is 
balanced. Nonetheless, converting relabeling the classes 

 

Figure 1. Class distribution after relabeling classes. 
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(1-seizure and 0-seizure-free), caused a significant  
imbalanced distribution between the new classes.  

Data Leakage 

Leakage in data mining is “the introduction of 
information about the target of a data mining problem, 
which should not be legitimately available to mine 
from”[18]. Leakage can make the model's performance 
look promising yet can result in overfitting and failing to 
generalize. The possible source of data leakage in this 
work is known as Leaky Validation Strategy according to 
[19] which is derived from not distinguishing training 
data from validation data, as described in the data 
collection section. Knowing that there are 500 patients in 
the dataset, and that every patient has 23 rows (or 
seconds) in the dataset, building a model without 
identifying which data belongs to which patient could 
result in data leakage, and therefore, the aim of this part 
is to identify which 23 records belong to which patient to 
be able to divide the patients into 1 of two sets (Test or 
Train and not both). 

Class ratio in training and testing sets 

After relabeling, the class distribution ratio was (1:3) in 
training set and (1:10) in testing set, in this part of the e
xperiment, the ration was balanced between seizure and 
non-seizure events in training and testing sets. Therefore 
approximately 43 patients with seizure were moved fro
m training to the testing set. With that, Training set cons
ists of 64% of the total data with  7324 records, and the t
esting set has 36% of the total set with  4176 records. 

III. Feature Engineering 
This work covers Statistical and Fast Fourier Transform 
features. FFT is an algorithm that transforms signals into 
its frequency representation [21]. The FFT dataset was 
merged with 8 statistical features which were derived 
from the 178 features in the raw data for each record: 
Mean, Standard Deviation,  Minimum value,  maximum 
value, maximum value - minimum value, First Quartile, 
2nd (Median) and third quartile.  

A Kruskal Wallis Test[20], which tests whether the 
population median of all of the groups are equal (The 

SciPy community, 2019), was applied on the dataset with 
5% level of significance, comparing the distribution of 
each of the extracted features then applied on seizure 
versus seizure-free populations for each feature. The null 
hypothesis is rejected for all the features, meaning 
different distributions. 

First, the features (FFT & Statistical) were extracted and 
exported, then the new data was downsampled and 
exported. In the next experiment, the original data was 
downsampled then features were  extracted. With that, 
the datasets are as follow: 

- Raw data. 
- Statistical and FFT data without resampling. 
- Data after extracting Statistical and FFT 

features then downampled. 
- Data after downsampling then extracting 

Statistical and FFT features. 

IV. EXPERIMENTAL DESIGN AND ANALYSIS 
For this study, a dummy classifier and a baseline model 
(Bayesian Ridge Regression) was used on the original 
dataset, with an assumption that there is no data leakage, 
for instance all records are assumed to be independent 
and do not come from the same patient; therefore, it does 
not address it in advance. The overall performance of 
both of the classifiers are low. 

The next part focuses on time series classification with 
classical Machine learning models, it assumes that there 
is a possible source of data leakage and solves it 

 
Figure 3. Class distribution for each of the extracted features 
from top left: (A) Mean, (B)Standard Deviation, (C) Max-
Min, and (D) Q1, From down left: (E) Maximum value, (F) 
Minimum value, (G) Median,  (H) Q3. 

Table 1. Performance of dummy classifier vs. baseline model 

Approach Accur
acy 

Precisi
on F1 Recall AUC 

Dummy 
Classifier 0.69 0.12 0.15 0.24 0.49 

BRR on 
original 

data 
0.8 0.9 0.04 0.02 0.5 

 

 
Figure 2. Training (left) and testing (right) sets before ratio 
balancing. 
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beforehand. In the 4th experiment BBR model was 
implemented on the fixed data after extracting the 
statistical and FFT features, which scored 75% recall and 
99% AUC, and given that the data is imbalanced and 
AUC is not sensitive to imbalanced data, the overall 
performance is considered good. Next, the experiment 
explores the impact the order of feature extraction and 
resampling on the performance of the model. As 
illustrated below the performance didn’t change with 
different orders. Comparing the two experiments the 
performance is close in terms of the measurements 
understudy, which gives and insight about the nature of 
the data.  

 

Figure 4. Performance of Approach 4,5 and 6. 

The last part  compares the performance of classical ML 
pipeline which involves feature engineering and an RNN 
model. As can be seen in Figure below, applying BBR on 
the data without feature engineering, underperformed the 
other approaches significantly, especially in terms of F1, 
Recall and AUC which are considered more important in 
this case. The performance of BBR with feature 
engineering is close to the performance of RNN. RNN 
recall outperformed the classical pipeline’s recall, 
nonetheless, BBR’s AUC with feature engineered set 
slightly outperformed RNN AUC. 

 

Figure 5. Performance of Approach 3,4 and 7. 

 

V. Summary 
In this paper, we have investigated the impact of 
resampling and its order in imbalanced time-series 
datasets. It also compared the performance of classical 
machine learning pipeline, which involved manual 
feature engineering and RNN. 

 

The table shows the overall recall and AUC of the 
experiments.  It can be seen that the recall of the dummy 
classifier performed better than the second and third 
experiments where only the data leakage and class ratio 
in training and testing was solved. The AUC in these 
three experiments were close. After introducing Feature 
engineering the recall improved dramatically in classical 
pipeline and slightly better in RNN where there is no 
(manual) feature engineering. On the other hand, the 
AUC value in the first 3 experiments didn’t show a big 
difference comparing to each other, yet and again the 
performance increased after feature engineering in 
classical pipeline and RNN, exceeding 95%. 

VI. CONCLUSION AND RECOMMENDATIONS 
From above experiments, it was clear that the feature 
engineering improved the performance dramatically in 
the classical pipeline, and that the order of the feature 
engineering and resampling (downsampling) didn’t 
affect the performance, and although applying a classical 
ML model on manually extracted features and RNN gave 
approximately close results, the recall which spots every 
seizure was better in RNN comparing to the classical 
approach. 
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Table 2. A comparison of performances 

Approach Recall AUC F1 
Dummy Classifier 0.24 0.49 - 
BRR on original 

data 0.02 0.5 0.04 

BRR on data after 
addressing data 

leakage and class 
ratio in training 

and testing 

0.04 0.54 0.08 

BRR on data after 
feature extraction 0.75 0.996 0.85 

BRR on data after 
feature extraction 
then resampling 

0.81 0.995 0.87 

BRR on data after 
resampling then 

feature extraction 
0.81 0.995 0.87 

RNN 0.85 0.97 0.88 
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Researchers working on similar problems are encouraged 
to explore different features derived from the dataset such 
as Lags, as well as different Deep learning architectures 
in classifying time-series data. 

In this experiment, the class distribution was unbalanced 
in the training and testing sets, and further research is 
suggested to be conducted around the significance of 
unbalanced test in measuring the model’s performance 
when the positive class is the minority one.  
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