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How animals, including humans, are moving has been a grand challenge for modern science that has a 
direct impact on our health and wellbeing. It can provide a wealth of information to explain the biological 
world, and to treat human and animal disease. In addition, it can guide us to improve prosthetic limb design 
or legged robots [1], [2]. 

Object segmentation and tracking has been challenging in different fields [3], [4], [5], [6]. For tracking of 
rodents, manual clicking can be considered as the standard method to track landmarks on the body of 
rodents. However, we have developed semi-automatic and automatic methods to segment and track these 
landmarks [7], [8], [9]. 

To study the posture of rodents including roll, pitch, and yaw, it is beneficiary to have a 3D recon- struction 
of movement [10]. Homography or direct linear transform (DLT) can be employed to generate a 3D 
projection using 2D images captured from different angles [6], [11]. Here, we present a 3D model generated 
from running rodents on a treadmill. 

 

Fig. 1: This graph shows the interference capacitance of three cuffs calculated for different frequencies. 
Each of the cuffs was measured three times and the error bars show the related changes for repetition of 
measurements. 
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The proposed method in [8] was used to track the paws and a landmark tracker was applied on the frames 
to track other landmarks (nose, ear, and tail) [9]. 

A calibration object was used to calculate the DLT coefficients using a Matlab toolbox provided by the 
Hedrick Lab [11]. Then, the coordinates of landmarks tracked in the image planes were projected to the 3D 
domain and remapped to the 2D image planes to evaluate the accuracy of this transform. In addition, the 
landmarks were linked to each other on the 3D domain to generate a 3D model of rodents. This model is 
illustrated on Fig.1. 

The presented method was evaluated using 400 frames captured from each of four cameras located on 
sides as presented in [8]. The common method to evaluate the 3D projection is finding some object with a 
known shape. This was done using a calibration object having 25 markers to calibrate the whole treadmill 
volume. The average error of the DLT mapping for the calibration object was 1.75 with a standard 
deviation of 0.49 pixels. This number shows how far the markers were transferred to 3D and remapped to 
2D. we calculated the same error for the tracked landmarks. The error had an average of 3.59 with a 
standard deviation of 1.12 pixels. In addition to this quantification, a 3D model of rodent was generated 
by linking five landmarks (nose, ear, two paws, and tail) on each side and it visually seems to be a reliable 
3D reconstruction as a sample 3D modeling is illustrated in Fig.1. 

A method was presented to generate the 3D model of running rodents on the treadmill. We used two 
methods [8], [9] to track the five landmarks on each side of an animal. The results showed the main 
difficulty was for correlating the tracked landmarks from two cameras; however, the results showed a 
promising 3D reconstruction. The model presented here can help for advanced tracking systems and 
studies related to the posture of rodents. We will try to use deep learning to develop the tracking method 
[12]. 
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Background
• Examining locomotion and study animal kinematics

• Why Mice/Rats?

• Perturbation, DREADDs, and Optogenetics

• Using high speed multi-camera system 

• Available systems:

• Digigait

• Motorater

• Nodus Catwalk

• 3D Reconstruction
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Camera and Treadmill Setup
• Video data were gathered at 250 frames per second with a resolution of 

2048×700 pixels.

• 4 Sec * 250 Frames = 1 Trial, 100-1000 Trials = 1 Experiment

Limitations
• Needs Tracking
• Calibration needed if cameras moving

Advantages
• Helping to fix mistakes for tracking
• Adding more dimensions to bioemcahnics, biology, and neuroscience studies
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Method
• Direct Linear Transformation

• Calibration
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Future Directions

Using 3D Reconstruction and Kalman Filter For Tracking Maker based Captures: (Submitted 
to CVPR 2018)

	

Frame 1 Superpixel
s 

Selecting the Markers Features 

D[m,0], HD[m,0], GD[m,0], SD[m,0] 

Frame 2 Zoomed In Selecting the Markers 

Features D[m,1], HD[m,1], HD[m,1], GD[m,1], GD[m,1], SD[m,1], SD[m,1] 

Superpixel
s 

Initialize 3D Kalman Filter 

Predict 3D Position 

D[m,0], D[m,1] 

(UP[m, n], VP[m, n]) 

Update Filter 

Frame n Zoomed In Superpixel
s 

Probabilistic Function 

Find SP with max score Features 

D[m, n], HD[m, n], HD[m, n], GD[m, n], GD[m, n], SD[m, n], SD[m, n] 

n = n + 1 

Using 2D Tracker Based for Markerless Captures: (Submitted to IET Image Processing)
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Figure 1: A sample video frame of rat locomotion. A, b, c, d, and e show respectively the RGB image, hue channel from
HSV color space, the SLIC process on the frame using size 1500 SLIC, the markers segmentation results, and hue threshlding
markers segmentation results.

UTC time provided the pulse generator to not miss a single
frame. The capture time for each trial was 4 seconds pro-
viding 1000 frames. The frames were Bayer encoded and
we use a debayering function to convert them to RGB color
space frames [25].

We converted the frames from the RGB color space to
the HSV color space because it places all color information
in a single channel, as compared to the RGB or the LAB
colors spaces [12, 23].

2.2. Superpixel Segmentation

Superpixels contract and group uniform pixels in an im-
age and have been widely used in many computer vision
applications such as image segmentation [20, 28]. the out-
come is more natural and perceptually meaningful repre-
sentation of the input image compared to pixels. Differ-
ent approaches have been developed to generate superpix-

els: normalized cuts [34], mean shift algorithm [4], graph-
based method [8], Turbopixels [19], SLIC superpixels [1],
and optimization-based superpixels [40]. Simple linear iter-
ative clustering (SLIC) [1] generates superpixels relatively
faster than other methods.

SLIC speed performance depends on a number of super-
pixels and the size of an image. Considering the size of
image constant, the number of superpixels plays as the key
parameter. Having N superpixels divides the image to N
initial squares and associate the center of each square as the
cluster center. This center should not be on an edge of an
object; therefore, the center is transferred to the lowest gra-
dient position in a 3 ⇥ 3 neighborhood. Based on color in-
formation of each pixel with its nearest cluster centers, the
pixel would be associated with a cluster center. It means
that two coordinate components (x and y) depict the loca-
tion of the segment and three components (for example in
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Using 3D Tracker Based for Markerless Captures: (Under Developing)

http://www.kwon3d.com/theory/dlt/dlt.html

https://goo.gl/images/REjCZH

https://neuwritesd.org/2016/01/28/dawn-of-the-dreadd/

http://blog.addgene.org/the-materials-
science-of-optogenetics-experiments

http://www.noldus.com/animal-behavior-research/products/catwalk

http://animalab.eu/products/motorater
https://mousespecifics.com

Using 2D Tracker Based for Marker based Captures: (In publishing by Asilomar 2017)

Results

• The	average	error	of	the	DLT	mapping	for	the	calibration	object	was	
1.75	with	a	standard	deviation	of	0.49	pixels.	

• This	number	shows	how	far	the	markers	were	transferred	to	3D	and	
remapped	to	2D.	

• The	calculated	error	for	the	tracked	landmarks	was	3.59	with	a	
standard	deviation	of	1.12	pixels.	

• Making	Model
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(a) RGB image

(b) Hue channel

(c) SLIC Segments

(d) Segmented markers using SLIC

(e) Segmented markers using Thresholding

Fig. 1: A sample video frame of rat locomotion. A, b, c, d, and
e show respectively the RGB image, hue channel from HSV
color space, the SLIC process on the frame using size 1500
SLIC, the markers segmentation results, and hue threshlding
markers segmentation results.

and perceptually meaningful representation of the input image.
There is a large amount of literature on automatic superpixel
algorithms, for example, normalized cuts [15], mean shift
algorithm [16], graph-based method [17], Turbopixels [18],
SLIC superpixels [19], and optimization-based superpixels
[20]. Here, we use simple linear iterative clustering (SLIC)
[21].
The key parameter for SLIC is size of superpixels. First,
N centers are defined as cluster centers. Then, to avoid
having centers that are on the edge of an object, the center
is transferred to the lowest gradient position in a 3 ⇥ 3
neighborhood. The next step is clustering, as each of the pixels
are associated with the nearest cluster center based on color
information. It means that two coordinate components (x and
y) depict the location of the segment and three components
(for example in the RGB color space, R, G, and B) are derived
from color channels. SLIC tries to minimize the residual error
and to have this error, a distance (5D Euclidean distance)

function is defined as follow:

Dc =
q
(Rj �Ri)2 + (Gj �Gi)2 + (Bj �Bi)2, (1)

Dp =
q
(xj � xi)2 + (yj � yi)2, (2)

D =

s

(
Dc

Nc
)2 + (

Dp

Np
)2. (3)

Where Nc and Np are respectively maximum distances within
a cluster used to normalized the color and spatial proximity.
It should be said that SLIC is also constrained to ensure
that the region does not grow more than twice the cluster
radius; therefore, SLIC size plays an important role on how
the segmentation is performed.
SLIC needs to be performed on three or one dimensional
image; therefore, we used RGB color space for SLIC
segmentation. The main parameter available for superpixels
estimation the superpixels segmented areas is the size of
superpixels. Fig 1 shows how the superpixels are performed
on an image.
First, we used a default value for superpixels (1500) based
on the average size of markers (200-500 pixels amongst
1,433,600 pixels in a frame). Second, a user was asked to
click on the segmented markers; and finally, the superpixels
size was updated based on the size of markers in the previous
frames to keep the size of superpixels constant compared
to the average size of markers (Marker size / Total pixels =
Superpixels size). The function updating the size of SLIC
superpixels is referred as ’size function’.

We applied a marker finder function to remove the objects
having a difference of more than five percent (or ten percent if
the marker was not found) between the average of hue value
calculated for the previous tracked object and the average of
candidate objects in the current frame. It means that if the
difference average of hue values between a candidate object in
the current frame with the tracked marker in the previous frame
was less than five percent (ten percent if the marker was not
found) of the hue values average of the marker in the previous
frame, it would be considered as a possible marker in the
current frame. However, the tracker would find the best match
amongst these possible markers. This marker finder function
(M) can be formulated as:

C1, I1 =

8
>><

>>:

C1 = C1 + 1, I1 = append(j)
(if abs(H(SP (j, f) � H(T (i, f � 1))  0.05 ⇥ H(T (i, f � 1))

C1, I1 (if abs(H(SP (j, f) � H(T (i, f � 1)) > 0.05 ⇥ H(T (i, f � 1))
(4)

C2, I2 =

8
>><

>>:

C2 = C2 + 1, I2 = append(j)
(if abs(H(SP (j, f) � H(T (i, f � 1))  0.1 ⇥ H(T (i, f � 1))

C2, I2 (if abs(H(SP (j, f) � H(T (i, f � 1)) > 0.1 ⇥ H(T (i, f � 1))
(5)

M(k, i, f) =

8
<

:

Append(SP (n, f)) for all n in I1 (C1 > 0)

Append(SP (n, f)) for all n in I2 (C1 = 0)
(6)
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