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How animals, including humans, are moving has been a grand challenge for modern science that has a
direct impact on our health and wellbeing. It can provide a wealth of information to explain the biological
world, and to treat human and animal disease. In addition, it can guide us to improve prosthetic limb design
or legged robots [1], [2].

Object segmentation and tracking has been challenging in different fields [3], [4], [5], [6]. For tracking of
rodents, manual clicking can be considered as the standard method to track landmarks on the body of
rodents. However, we have developed semi-automatic and automatic methods to segment and track these
landmarks [7], [8], [9].

To study the posture of rodents including roll, pitch, and yaw, it is beneficiary to have a 3D recon- struction
of movement [10]. Homography or direct linear transform (DLT) can be employed to generate a 3D
projection using 2D images captured from different angles [6], [11]. Here, we present a 3D model generated
from running rodents on a treadmill.

Fig. 1: This graph shows the interference capacitance of three cuffs calculated for different frequencies.
Each of the cuffs was measured three times and the error bars show the related changes for repetition of
measurements.
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The proposed method in [8] was used to track the paws and a landmark tracker was applied on the frames
to track other landmarks (nose, ear, and tail) [9].

A calibration object was used to calculate the DLT coefficients using a Matlab toolbox provided by the
Hedrick Lab [11]. Then, the coordinates of landmarks tracked in the image planes were projected to the 3D
domain and remapped to the 2D image planes to evaluate the accuracy of this transform. In addition, the
landmarks were linked to each other on the 3D domain to generate a 3D model of rodents. This model is
illustrated on Fig.1.

The presented method was evaluated using 400 frames captured from each of four cameras located on
sides as presented in [8]. The common method to evaluate the 3D projection is finding some object with a
known shape. This was done using a calibration object having 25 markers to calibrate the whole treadmill
volume. The average error of the DLT mapping for the calibration object was 1.75 with a standard
deviation of 0.49 pixels. This number shows how far the markers were transferred to 3D and remapped to
2D. we calculated the same error for the tracked landmarks. The error had an average of 3.59 with a
standard deviation of 1.12 pixels. In addition to this quantification, a 3D model of rodent was generated
by linking five landmarks (nose, ear, two paws, and tail) on each side and it visually seems to be a reliable
3D reconstruction as a sample 3D modeling is illustrated in Fig.1.

A method was presented to generate the 3D model of running rodents on the treadmill. We used two
methods [8], [9] to track the five landmarks on each side of an animal. The results showed the main
difficulty was for correlating the tracked landmarks from two cameras; however, the results showed a
promising 3D reconstruction. The model presented here can help for advanced tracking systems and
studies related to the posture of rodents. We will try to use deep learning to develop the tracking method
[12].
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Background
« Examining locomotion and study animal kinematics
« Why Mice/Rats?
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Results

* The average error of the DLT mapping for the calibration object was
1.75 with a standard deviation of 0.49 pixels.

* This number shows how far the markers were transferred to 3D and
remapped to 2D.

* The error for the tracked landmarks was 3.59 with a
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standard deviation of 1.12 pixels.
* Making Model

Camera and Treadmill Setup

+ Video data were gathered at 250 frames per second with a resolution of
2048x700 pixels.

+ 4 Sec * 250 Frames = 1 Trial, 100-1000

=1 Experiment

Limitations
Needs Tracking
+ Calibration needed if cameras moving

Advantages
* Helping to fix mistakes for tracking
Adding more dimensions to
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