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Wearable smart devices have become ubiquitous, with powered devices capable of collecting real-time biometric 
information from its users.  Typically, these devices require a powered component to be worn and maintained, such as a 
battery-powered sensor, Bluetooth communications device, or glasses.  Pregnancy and infant monitoring devices may be 
uncomfortable to the mother or baby and are subject to signal loss if the patient changes position or becomes mobile 
because the device must remain tethered to the patient by a belt and plugged into a wall for power.  Our wearable, 
wireless, smart garment devices are knitted into the fabric using conductive thread to which a Radio Frequency 
Identification (RFID) chip within the fabric is inductively coupled.  Our work utilizes the Received Signal Strength 
Indication (RSSI), which changes as the knitted antenna is deformed due to stretching of the garment, to determine 
different types of motion in the inductively-coupled chip and knit antenna structure as it is moved by the wearer.   
 
The workflow includes interrogating the medical device, parsing the result to obtain the timestamp and values, grouping 
and sorting by device and timestamp, filtering, plotting, and performing statistical analytics to classify the motion state of 
the subject and compare against the control data being simultaneously collected from a comparable medical device.  Each 
step of this process was developed into a software module with web-service endpoints to enable loosely-coupled 
communication between the components.  We simulate and detect respiration on a Laerdal SimBaby programmable infant 
mannequin, using signal processing, filtering, and data classification algorithms on statistical aggregations of this data, to 
determine when events (such as sleep apnea) occur.  Filtering modules were created to reduce noise and quantization 
issues within the data, in order to determine when a certain amount of stretching has occurred on the band.   
 
The SimBaby was deployed and programmed to breathe for one 
minute at a rate of 28 per minute, then to cease respiration for one 
minute, before repeating. The data collected (at between 30-55 
Hz) was filtered via a Kalman Filter, aggregated into time 
horizons (“windows”), with the mean and standard deviation of 
each window used as features.  Window sizes of 30-600 in 
increments of 30 were taken. The Support Vector Machine 
(SVM), Elliptic Envelope, hypothesis testing, and other 
approaches were studied for inferring subject state using RFID 
interrogation.  The statistical features to collect for these state 
classifiers were chosen by computing the Fisher Linear 
Discriminant Ratio (FDR) metric, which resulted in the selection 
of the mean and standard deviation of the data windows, as well 
as the p-value of the hypothesis test.  An example SVM 
classification of the mean and standard deviation of windows of 
data is shown in Fig. 1.  In addition, the rate of stretching is 
computed by taking the Fast Fourier Transform (FFT) of the collected data, seeking the frequency with the highest 
magnitude to determine the observed rate.  The FFT has been used to accurately determine the inflation rate of the air 
bladder, after applying a Gaussian filter to the collected data.  The Support Vector Machine performed better with larger 
windows, likely due to the sensitivity of the standard deviation to classification as predicted by the FDR. Although 
classification also improves with a larger training set size, even smaller training sets yield reasonable classification with 
window sizes larger than 300 (approximately 5-10 seconds of data), with an average ROC AUC of 0.71.  Comparing 
against other learning approaches, we found that, although the Elliptic Envelope underperformed the SVM, it classified 
well with sufficient training data even when smaller windows were used.  This is useful to detect potential anomalies after 
a short period of time and inform more accurate classifiers that rely on longer windows of data via an ensemble approach. 
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Fig.1: the mean and standard deviation of each time 
horizon of data is plotted and separated via an SVM 



 

 


