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Conventional image restoration algorithms use transform-domain filters, which separate noise from the sparse signal 
among the transform components or apply spatial smoothing filters in real space whose design relies on prior assumptions 
about the noise statistics.  These filters also reduce the information content of the image by suppressing spatial frequencies 
or by recognizing only a limited set of shapes.  We have previously proposed a new method called MC-MLP1 (multiple 
copies, multiple layer perceptrons), where we have shown that denoising can be efficiently done with a nonlinear filter 
that operates along patch neighborhoods and multiple copies of the original image.  The use of patches enables the 
algorithm to account for spatial correlations in the random field whereas the multiple copies are used to recognize the 
noise statistics.  The nonlinear filter, which is implemented by a hierarchical multistage system of multilayer perceptrons 
(MLP), outperformed state-of-the-art denoising algorithms such as those based on collaborative filtering and total 
variation.  Compared to conventional denoising algorithms, our method can restore images without blurring them, making 

it attractive for use in applications such as medical imaging where, the 
preservation of anatomical details is critical. 

While state of the art algorithms perform well as long as the images obey 
conditions consistent with narrow assumptions such as noise statistics, not 
meeting these assumptions gives rise to artifacts or losses in the image fine 
structure.  More recent techniques based on machine learning present a new 
approach to image denoising that inherently encompasses several advantages.  
The challenge with machine learning based methods is the huge computational 
cost.  Artificial neural networks were shown to match BM3D performance2,3, the 

benchmark for additive Gaussian noise, by training a large MLP for a month on a GPU system.  MC-MLP provides a 
platform to harness the advantages of machine learning with a fraction of the computational time.  Results obtained for 
various noise levels and distributions indicate that it can outperform current state-of-the-art methods provided that enough 
training time and samples are given, under the condition of “reasonable” training time.  Application to MRI images with 
Rician noise distribution and testing with synthetic additive Gaussian noise and arbitrary multiplicative noise has 
established the MC-MLP method to be a universal denoising method applicable to situations with arbitrary noise 
distributions which can operate under extreme noise levels. From the point of view of conventional metrics (PSNR, FSIM, 
MSIM), the algorithm outperforms state-of-the art methods and can 
handle both additive and multiplicative noises, including Gaussian 
and signal-dependent Rician noises1. Furthermore, it is 
computationally efficient and shows that multiple copies of the 
same image enable more effective noise removal with better 
preservation of anatomical features. 

The MC-MLP method allows the flexibility of optimizing between 
two important factors: performance and computational time, where state of the art results can be achieved in a practical 
time.  Since it was first introduced, MC-MLP has undergone new developments that further improves on its computational 
efficiency and extends its practicality and range of applications. While MC-MLP can be used in situations where the noise 
distribution is not known, where it can still learn to model it from experimental data, this requires a clean sample image 
for training corresponding to acquired sample noisy data.  This information is not available for some applications, as is the 
case for noise estimation.  However, similar to the specificity of typical denoising methods designed for specific types of 
noise statistics, existing noise estimation techniques are also designed for specific noise distributions.  A noise estimation 
based on a variation of the MC-MLP method was developed for general noise estimation to extend the applicability of 
MC-MLP to applications with arbitrary noise distributions where a clean sample image cannot be provided.  The MC-
MLP method has been also extended to enable hybridizing of two or more denoising methods.  While each denoising 
method usually excels in some aspects and fails in others, MC-MLP allows combining advantages of several methods in 
one by adding outcomes from other denoising methods to its inputs.  This provides a mechanism to improve performance 
of any existing denoising method with reduced computational time.  These developments allowed us to extend the MC-
MLP method to other challenging applications such as sodium MRI, and atomic resolution electron tomography. 
 
 
 

 
Figure 1. PSNR and MSIM comparison of 
MC-MLP with BM4D method for different 
noise levels. 
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Table 1.	PSNR, FSIM, AND MSSIM comparisons with other 
methods for MRI denoising at low to high noise levels.  
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