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Electrocardiogram (ECG) is widely used for the diagnosis of cardiac arrhythmia conditions. An automatic classification of
four beat types Normal (N), premature ventricular contraction (PVC), Supraventricular premature or ectopic beat (SVPB)

and Fusion of ventricular and normal beat (FUSION) is
implemented using a Multi-class Support Vector Machine
(MSVM) and Complex Support Vector Machine (CSVM)
algorithms [1]. The ECG signals used in these studies were
obtained from the European ST-T Database. A number of beats
from different leads and patients were selected for training and
evaluating classifier performance. Successful ECG arrhythmia
classification usually requires optimizing the following
procedures: Pre-processing and beat detection, feature extraction
and selection, and classifier optimization. Pre-processing and R
peak detection is performed with the WFDB Software Package.
This reads the annotation and finds the R (peak) location. R
(peak) location used as a reference to detect peaks in other wave
such P and T and extract ECG beat. ECG beats are extracted after
windowing the signal using 106 samples before the R and 106
samples after the R-peak. Discrete Cosine and Sine transforms or
the Discrete Fourier Transform (DFT) were used for feature
extraction and dimensionality reduction of the input vector at the
input of the classifier. Studies after selecting either 100 or 50
Fourier coefficients for reconstructing individual ECG beats in
the feature selection phase were performed. MATLAB software
routines were used to train and validate both the CSVM and the
Multi-class Support Vector Machine (MSVM) classifier. A
Complex kernel function, (Gaussian RBK) with 5-fold cross
validation was used for adjusting the kernel values. Sequential
minimal optimization (SMO) [2]was used to train the CSVM and
compute the corresponding complex hyper-plane parameters. The
aim of the study was to improve multi-class SVM by extending
traditional SVM algorithms to complex spaces so as to
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Parametrization and optimization approach algorithm

It proves convenient to write the wavelet trans-
form in matrix form as:

tos =X Vg
where x = [xo x1 ... x71] s the row vector of orig-
inal variables, t is the row vector of new (trans-
formed) variables and V 1s the matrix of weights.
Let {ho, hn, ..., hoxa} and {go, g1, --., gav1} be the
impulse responses of the low-pass and high-pass
filters respectively.
Choosing V to be unitary

The approximation ¢ and detail d coefficients are
stacked in vector t = [c (5)| d(s)], with coefficients
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simultaneously classify four types of heartbeats. Results illustrate that the proposed beat classifier is very reliable, and that
it may be adopted for automatic detection of arrhythmia conditions and classification. Accuracies between 86% and 94%
are obtained for MSVM and CSVM classification respectively. Using CSVM, a 4 classes problem can be classified rapidly
by decomposing it into two distinct SVM tasks. Moreover, the present research confirmed that the use of selected number

of Fourier coefficients to approximate the ECG beat signal and compress the
input features to the classifier can lead to high classification accuracies and
improve the generalization ability of the CSVM classifier. Future work on
wavelet pre-processing to further compress the input space of the classifier

ECG beat | Classification | ECG coefficient | Classification
number | methodology number used accuracy
622 MSVM 100 86
622 CSVM 100 94

by generating wavelets on the basis of higher order moment criteria [3] as well as alternative approaches for extending the
CSVM input and output spaces to arbitrary dimension using Clifford algebra SVM [4] will be discussed at the conference.
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Abstract
+ An automatic classification of four beat types
Normal (N), ventricular (PVC),

Supraventricular premature or ectopic beat (SVPB)
and Fusion of ventricular and normal beat (FUSION)
is implemented using a Multi-class Support Vector
Machine (MSVM) and Complex Support Vector
Machine (CSVM) algorithm.

+ Pr and R peak is pel

with lhe WFDB Software Package which reads the
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MSVM and CSVM classification respectively.
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Figure (1) complex hyper- plane in CSVM
Method

Diagrams below summarises the method adopted for
ECG

Introduction

+ ECGs provide a graphic representation of the
electrical activity of the heart muscle.

This study evaluates ECG classification using pre-
processing routines, feature extraction and
and ECG beat using MSVM
and CSVM.
DCT and DST coefficients were used to extract
features presented at the input vector of the MSVM
classifier whereas DFT coefficients are used for
creating an input vector to the CSVM classifier.
The MSVM and CSVM classifier is used to
distinguish the four ECG arrhythmias types using
the DCT, DST and DFT coefficients as feature
vectors at the input vector of the classifier.
. minimal (SMO) appi is
used to train the CSVM and compute the
corresponding complex hyper-plane parameters.

Support Vector Machine (SVM) algorithm

« Lagrangian function evaluation based on the dual
problem:
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Feature Extraction Algorithm

* Reconstruction after deleting coefficient below
threshold.
» Discrete Fourier Transform (DFT) and Inverse DFT
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+ Using DCT coefficients for creating an input vector
to MSVM provides better classification than DST.

Experimental Design and Results

Signal processing was carried out using MATLAB
and the Wave Form Database (WFDB) software
packages.

The ECG beats were obtain from the European ST-T
Database with 212 samples around the R-peak.
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Future Work

+ Multidimensional SVM using Clifford Algebras will be
used to account for multi-lead signal analysis.

+ The proposed approach is to be extended using
adaptive wavelet where a dmerent wavelet function is
derived at each level to

i of the input vector.

In feature selection 100 Fourier were
selected for reconstructing individual ECG beats,
these form the input vector to the classifier shown in
figure (3).
For the classlﬂer implementation, after feature
the datasets are divided into
two groups with 311 beats for training and testing
purposes.

+ The optimal hyper-plane are

* For feature wavelet pre-pi will be
used to further compress the input to the classifier by
generating wavelets on the basis of higher order
moment criteria.

= It proves
form as:

in matrix

to write the
s =X VIxJ
where X = [xg %, ... x;] is the row vector of original

on the basis of the training data set, class label. The
output of the SMO algorithm was used for training.

Finally, on the basis of the training results, test data
are imported to the CSVM and MSVM i to

t is the row vector of new (transformed)
variables and V is the matrix of weights.

« Let {iy, /iy wouy By} @nd {gg, 24, +oes v} be the impulse
responses of the low-pass and high-pass filters

perform unknown beat classification.

+ The d alg

accuracies of 94%, whereas multi-class SVM 86%

accuracies.

Table (3) illustrates the performance of the

classification process using three common
itivity (ST), ), and

predictively (PP) .
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+ The approximation ¢ and detail d coefficients are
stacked in vector t = [c (s)| d(s)], with coefficients s, in
larger scale associated with broad features in the data
vector, and coefficients in smaller scales associated
sharp peaks.
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