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This abstract address the problem of removing step
artifacts from a predominantly low-pass signal. In par-
ticular, we consider the case where the step artifacts have
an appreciable rise time rather than exhibiting instanta-
neous step discontinuities. The problem arises in cer-
tain physiological measurements, such as near infrared
spectroscopic (NIRS) time-series imaging. NIRS is an
attractive non-invasive cortical imaging technique [1].
However, this kind of step artifact, caused by detection
approach, is one of the difficulties in breast NIRS data
analysis.

The suppression of ideal step artifact has been ad-
dressed in previous work, such as total variation de-
noising (TVD) and simultaneous low-pass filtering and
total variation denoising (LPF/TVD) [2] [4]. However,
they are not appropriate in this practice. In this abstract,
we consider the more practical step artifact which has
exponential leading and trailing edges and propose a
sparsity-based signal model to represent it. It is assumed
that the raw data y can be modeled as a noisy additive
mixture of a low-pass signal f and this particular step
artifact x. Based on this model, an optimization problem
which involves a sparse-inducing penalties is proposed.
A convex optimization approach is presented and the
resulting additive step artifact correction (ASAC) algo-
rithm derived based on majorization-minimization (MM)
[3]. The computational efficiency stems from the use of
fast solvers for banded systems of linear equations.

The algorithm is demonstrated on simulated model
data and the experimental NIR time-series data respec-
tively. The mean squared error (MSE) of the corrected
data is smaller than those by other methods, as shown
in Table I. Also, it is shown in Figure 1 that the
method works well on true NIRS step artifact correction.
Twenty iterations takes about 15 milliseconds on a 2012
MacBook Air (2 GHz Intel Core i7) running Matlab
R2014a. Therefore, ASAC method can be developed
to a potential technique for NIRS additive step artifact
correction.
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TABLE I: Comparison of quantitative experimental results for
different methods on simulated model data

ASAC LPF/TVD TVD

MSE 0.027 0.124 3.354
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Fig. 1: Step artifact correction using ASAC with arctangent
penalty function. (a) NIRS data. y. (b) Estimated step artifact,
x. (c) Corrected data, y − x.
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